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Agenda
What is AI?

When should we use it?

Why is it challenging to design for?

What are the design considerations?



AI is a technology that helps to convert complicated 
data into meaningful information. 

Most AI can improve its performance based on experience. 

What is AI?
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Complica ted Da ta AI Actionable  Insights

• Finding connections in big datasets 
• Processing complex patterns 
• Developing predictions based on previous results



AI in action
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● Assistant for tedious or repetitive tasks (image search, inputting info 
into forms)

● Skill or knowledge extension (writing, translation, recommendation 
engine, code or other advanced skills)

● Human-machine collaboration for advanced decision making 

When do we use AI?
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“Black box problems”: How do we know what’s happening inside? 



Do you really know what’s going on inside these things?

Familiar Black Boxes
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We all have plenty of black boxes in our lives. They only tend to worry us when they are 
unfamiliar or unpredictable, or when we think that no one understands what’s going on. 



Understanding how users evaluate 
and build trust with a new 
technology can help us to build 
better tools to support those needs.

• Familiarity

• Experience with good outcomes

• Switching between perspectives: 
“explanation” for a single data point 
compared against local and 
global outcomes 

• Cognitive fit
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How do users decide 
whether to trust AI?



The perils of trust
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We really want to give our users 
calibrated confidence by 
building interpretable systems. 

Too much Not enough



What do we really mean by “trust”?
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There are different levels of trust:

• Trust in the model

• Trust in the decision-maker

• Trust in your own ability to understand

Types of trust: 

• Relationship-based

• Evidence-based

Be careful when interpreting user feedback: people 
like easy answers and simple solutions, but they often need 
depth to make good decisions



Levels of information

?

Black box - no idea what’s in there 

Transparent - I can see 
what’s going on, but don’t 
necessarily understand

Explainable - I have some explanations 
that seem to cover most things, but 
I’m not sure that they’re right

Interpretable - I can 
figure out (and test) 
how it works.

Knowing the answer 
may or may not help 
me much.

Confidence - I can count on 
the system to provide me 
with meaningful and useful 
information.

System behaviors/outputs 
are relevant and appropriate 
to my needs, with the 
appropriate level of control, 
detail, and visibility for me 
to use it safely for important 
tasks.



Solution Complexity
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Humans like simple answers. 

Relying on user feedback may lead to persuasive 
but misleading explanations. 

Audience matters: novice users often prefer 
simple explanations. 

!==

As simple as possible …but not simpler



Why is all of this important?
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Legal right to explanations and 
transparent systems (GDPR, etc)

Move from “black box” to 
participatory decision-making 

User control is a basic principle to 
support accountability

Support users in making fully 
informed decisions

Reducing bias and negative impacts



Why is interpretability hard?
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There are many challenges when designing interpretable AI. 
These come from different sources, and require different 
solutions and approaches to solve. 

● Representing a 
sophisticated decision-
making process with 
many dependencies 
and important tradeoffs

● Projecting a high- 
dimensional variable 
space to a simplified 
framework; need to 
align to user’s 
expectations

● Complexity of 
model inputs

● Structural aspects 
of models

● Mental models, frames of 
reference, decision making 
preferences and approaches

● Cognitive load and managing 
user’s mental limits

People

TechnologyTask



Provide Context
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A user needs to be able to make informed 
decisions based on the data

• Provide enough detail (and the right kind) 
to answer the important questions 

• Establish traceability to communicate logical 
sequence and decision points

• Present multiple views of the data

• Create tools to refine results and 
provide granularity

• Help the user assess quality and certainty

• Establish expected behavior and emphasize outliers

What does this data mean?

Image Credit: 
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Types of Explanation
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There are many formats and approaches for explanation. 
In general, a mix of approaches is best. 

• Ad hoc explainers (rationalizing) – Explain why but not how a decision was made.

• How explanations – Give a holistic representation of ML algorithm. Users may 
also develop a “how” mental model from a collection of instance explanations. 

• Why explanations – Identify features of input data or model logic that contributed.

• Why not explanations – Show why this item or feature wasn’t included in the 
output. Explain why the model output may be different than the user’s 
expectations.

• What if explanations – Allow experimentation to see alternate outcomes.

• How-to explanations – Explain how to adjust model inputs to get a desired 
outcome. Supports development of user’s mental model. 

• What else explanations – Identify comparable results elsewhere in the 
representation space. These are popular, but can be misleading if the data 
distribution is non-uniform. 



Constructing Knowledge
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Once we open the black box, users need 
to understand what’s inside, and what to 
do with it.

• Compare to familiar reference points

• Provide examples, real-world use 
cases, and training / sample data 
showing successes

• Ultimately, there is no substitute for 
experience over time

Don’t be afraid to let your user “under the 
hood.” But also remember that you need 
to guide them when they get there. 

How do we make sense of all this information?

Image Credit: D.S. Fraley



Interpretability is a full-stack effort
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Interpretability and user confidence result from thoughtful effort at each stage 
of model development and deployment

• Data science: 

• Design technical algorithms to be interpretable, and check for bias.

• Design (visualization) tools that allow data scientists to explore and understand 

the models during development, and to test for alignment to user task. 

• Product design: 

• Build software that allows users to submit jobs and interact with models. 

Provide mechanisms to test the reliability of the output. Advanced designs may 

even allow users to train the model themselves, where appropriate.

• Design user workflows, interactions and interface text to be clear to users.

• Documentation and client communication: design “explainers” or other documentation 

to simplify models for a general audience.



Summing up
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AI is a tool, and it shouldn’t be a mystery. 
Principles of good UX still apply. 

• Identify data and AI methodologies that 
support meaningful analysis

• Open up the black box: let people see 
what’s inside

• Help users know what’s important, and why

• Support users in testing and evaluating AI-
generated solutions

• Put information in context, with enough detail 
to support informed decision-making



Keep in touch!

www.ericagunn.com

@EricaGunn
#DataVisualizationSociety
Nightingale Magazine  
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